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Purpose 

Things we know: 

ÅI, sig(I), corrected for 
geometric effects 

ÅLots of observations 

ÅSymmetry 

¢ƘƛƴƎǎ ǿŜ ŘƻƴΩǘ ƪƴƻǿΥ 

Å|F| 2 

ÅBeam intensity 

ÅIlluminated volume 

ÅAbsorption path through 
crystal 

ÅExtent of sample decay 

 

 



Programs 

Pointless 

ÅDetermines likely point 
group  

ÅCorrects space group if 
sufficient information 

ÅSorts reflections 

ÅDetects screw axes & glide 
planes 

ÅRe-indexes multiple 
datasets to a common 
setting 

Aimless 

ÅMerges partial reflections 
together 

ÅPuts data onto a common 
scale 

ÅMerges each set of 
symmetry equivalent 
reflections into a single 
observation 

 

 

CTruncate 

ÅAnalyses scaled data 
according to an expected 
physical model 

ÅGives statistics on intensity 
distribution - e.g. 

ÅWilson statistics 

Åtwinning analysis 

ÅOutputs |F| values 



Scaling 

Å/ƻǊǊŜŎǘƛƻƴǎ ŦƻǊ ǎƻƳŜ ƻŦ ǘƘŜ ǘƘƛƴƎǎ ǿŜ ŘƻƴΩǘ ƪƴƻǿ Ŏŀƴ ōŜ ŘŜǘŜǊƳƛƴŜŘ 
experimentally 

ÅIn most cases however empirical corrections are determined 

ÅHave a model for: overall scale (beam intensity + illuminated volume) 
sample decay and absorption 

ÅRefine model against data, to minimise differences between 
symmetry related intensities 

 



Objective of scaling 

ÅTo model all of the unknown contributions to the measured intensity 

ÅTo recover I=k|F|2 for each observation 

ÅAchieved by minimizing the differences between observations ς 
internally consistent not necessarily correct! 

ÅFinal result of scaling is average I=k|F|2 for each unique Miller index 

 



Why are reflections on different scales? 

ÅIncident beam intensity (assumed to be constant during a single 
image) 

ÅIlluminated ǾƻƭǳƳŜΥ ŎƘŀƴƎŜǎ ǿƛǘƘ ˒ ƛŦ ōŜŀƳ ǎƳŀƭƭŜǊ ǘƘŀƴ ŎǊȅǎǘŀƭ 

ÅAbsorption in primary beam by crystal 

ÅVariations in rotation speed  

ÅShutter synchronisation or detector dead-time 

ÅAbsorption in secondary beam 

ÅRadiation damage 

 

 



Data reduction using CCP4 I2 
Data reduction with POINTLESS and AIMLESS 



Click the 
aimless data 
reduction job 
item. 
 
/ƭƛŎƪ άƴŜǿ 
Ƨƻōέ ǘƻ ƻǇŜƴ 
the aimless 
job window. 



Select an MTZ 
file containing 
integrated 
reflections 
from  
MOSFLM, 
DIALS or XDS 
etc 



If necessary, 
exclude 
batches or set 
a resolution 
range for 
scaling. 



To select a 
reference MTZ 
file, select 
άwŜŦƭŜŎǘƛƻƴ 
ƭƛǎǘέ ŀƴŘ 
specify the 
reference 
reflection file. 



To execute the 
job, click 
άwǳƴέΦ ²ƘŜƴ 
the job has 
finished, 
results will be 
presented. 



Exporting from I2 

Right-click the finished job in the Job list and choose 
Export -> MTZ file 

 



Using the command line 

$ pointless < pointless.dat | tee pointless.log  

 

---  contents of pointless.dat ---  

HKLIN integrated.mtz  

HKLOUT unscaled.mtz  

HKLREF reference.mtz     # optional  

 

$ aimless < aimless.dat | tee aimless.log  

 

---  contents of aimless.dat ---  

HKLIN unscaled.mtz  

HKLOUT scaled.mtz  

RESOLUTION HIGH 2.0   # optional  

EXCLUDE BATCH 450 TO 500  # optional  

 



Data Quality 
Data reduction with POINTLESS and AIMLESS 



Judging data quality 

ÅAre there bad batches?  

ÅWas the radiation damage such that you should exclude the later 
parts?  

ÅIs the outlier detection working well?  

ÅWhat is the real resolution? Should you cut the high-resolution data?  

ÅIs there any apparent anomalous signal?  

ÅWhat is the overall quality of the dataset? 

ÅAre the data twinned? 

 



AIMLESS summary statistics 

                                           Overall  InnerShell   OuterShell  
Low resolution limit                      150.01    150.01      1.19  
High resolution limit                       1.17      6.41      1.17  
 
Rmerge  (within I+/I - )                     0.063     0.024     0.000  
Rmerge  (all I+ and I - )                    0.071     0.027     0.149  
Rmeas (within I+/I - )                       0.077     0.029     0.000  
Rmeas (all I+ & I - )                        0.079     0.030     0.210  
Rpim (within I+/I - )                        0.044     0.016     0.000  
Rpim (all I+ & I - )                         0.034     0.013     0.149  
Rmerge in top intensity bin                0.030        -          -   
Total number of observations              324157      3150       300  
Total number unique                        71073       662       286  
Mean((I)/ sd(I))                             10.8      36.6       2.1  
Mn(I) half - set correlation CC(1/2)         0.999     0.999     0.775  
Completeness                                82.0      99.9       6.9  
Multiplicity                                 4.6       4.8       1.0  
 
Anomalous completeness                      71.3     100.0       0.4  
Anomalous multiplicity                       2.2       3.1       1.0  
DelAnom correlation between half - sets      0.004     0.149     0.000  
Mid- Slope of Anom Normal Probability       0.997       -          -   



Rmerge: finding bad batches 

Horribly wrong 
at beginning 

One bad batch 

Steady decline 
in quality 

Batches for 2 
crystals 

Would like to have relatively stable Rmerge across all batches 



Scales and B-factors: radiation damage 

Good: scales 
uniform 

Good: small B-
factors 

Bad: scales 
increase sharply 

Bad: B-factors 
large and negative 

Ideally have constant scaling factor of 1; except if crystals have an irregular shape. 
Drop in B factor below -10 indicates radiation damage 



Outliers: why do we get them? 

Åoutside reliable area of detector (eg behind shadow) 
Åspecify backstop shadow, calibrate detector 

Åice spots 
Ådo not get ice on your crystal! 

Åmultiple lattices 
Åfind single crystal 

Åzingers 
Åbad prediction (spot not there) 
Åimprove prediction 

Åspot overlap 
Ålower mosaicity, collect finer sliced data, move detector back, 

deconvolute overlaps 

 



Outliers: ROGUEPLOT 

A few outliers on ice rings Lots of reflections on ice rings 



Outliers: number of rejections per image 

N  Run.Rot  MidPhi   Batch Bfactor   Mn(k)   0k      Number NumReject 

1  1.1     - 49.50  1     - 0.694   1.0651  0.9940  1703   0  

2  1.2     - 48.50  2     - 0.688   1.0622  0.9905  2193   0  

3  1.3     - 47.50  3     - 0.677   1.0564  0.9851  2219   0  

4  1.4     - 46.50  4     - 0.668   1.0453  0.9774  2202   0  

5  1.5     - 45.50  5     - 0.656   1.0339  0.9671  2198   0  

6  1.6     - 44.50  6     - 0.641   1.0180  0.9542  2217   1  

7  1.7     - 43.50  7     - 0.629   1.0017  0.9395  2208   0  

8  1.8     - 42.50  8     - 0.614   0.9811  0.9185  2217   0  

Want low number of rejected reflections per image; a maximum of around 5 



Resolution 

What Řƻ ǿŜ ƳŜŀƴ ōȅ ǘƘŜ άǊŜǎƻƭǳǘƛƻƴέ ƻŦ ǘƘŜ ŘŀǘŀΚ  

 

We want to determine the point at which adding another shell of 
Řŀǘŀ ŘƻŜǎ ƴƻǘ ŀŘŘ ŀƴȅ άǎƛƎƴƛŦƛŎŀƴǘέ information. 



Resolution 

ά.Ŝǎǘέ ǊŜǎƻƭǳǘƛƻƴ ƛǎ ŘƛŦŦŜǊŜƴǘ ŦƻǊ ŘƛŦŦŜǊŜƴǘ ǇǳǊǇƻǎŜǎΣ ǎƻ ŘƻƴΩǘ Ŏǳǘ ƛǘ ǘƻƻ ǎƻƻƴ 

 

ÅExperimental phasing: substructure location is generally unweighted, so cut back 
conservatively to data with high signal/noise ratio. For ǇƘŀǎƛƴƎΣ ǳǎŜ ŀƭƭ άǊŜŀǎƻƴŀōƭŜέ Řŀǘŀ 

 

ÅMolecular replacement: Phaser uses likelihood weighting, but there is probably no gain 
in using the very weak high resolution data 

 

ÅModel building and refinement: if everything is perfectly weighted (perfect error 
models!), then extending the data should do no harm and may do good  

 

There is no reason to suppose that cutting back the resolution to satisfy referees will 
improve your model! 



I/sig(I) around 1.5 
 
A reasonably good 
criterion, but it 
ǊŜƭƛŜǎ ƻƴ ˋόI), which 
is not entirely 
reliable 

Resolution: I/sig(I) 


